e
CECYSERS

GENERALISEARCHITECTURE FORNAMICINFRASTRUCTURERVICES

Large Scale Integrated Project
Cofunded by the European Commission withihe Seventh Framework Programme

GrantAgreement no. 248657

Strategic objective:

Start date of project: January 1st, 201036 months duration)

Security Architecture for O#ibemand Infrastructure

Provisioning

Version0.2

Due date:
Submission date:
Deliverable leader:
Author list:

Dissemination Level

The Network of the Future (1GZ009.1.1)

Not applicable
Not applicable
University of Amsterdam

Yuri Demchenko
Canh Ngo

O\

Ve

CEY'SERS

e

B e ——
SEVENTH FRAMEWORK
PROGRAMME

Services

XI PU: Public

[] PP: Restricted to other programme participants (including the Commission Services)

[ ] RE: Restrictedto a group specified by the consortium (including the Commission Servic:




[] cCO: Confidential, only for members of the consortium (including the Commission Servic




Abstract

This documentprovides the general description of the security architecture for GEYSERE&mamd
infrastructure services provisioning, its major components and implementation suggestions.
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This document provides the general description of the security architecture for GEYSkER®aond
infrastructure services provisioning, its major componeand implementation suggestions.

The major objectives of the document is to provide necessary information to developers of other components
of the GEYSERS architecture how to integrate and use security services to achieve secure operation of the whole
GEYERS infrastructure.
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The main objective of th&EYSERSoject is to address some of the key technical challenges to enabbeommnd
Network and IT resources and infrastructure services provisiofdihg AuthenticationAuthorizationInfrastructure(AA)
isasan important component of the supporting infrastructui@r on-demand Infrastructure Services Provisioning (ISOD).
Consistent AAIl operatiorequiresinteraction of therelated AAcomponents atll ISOOayersand during all provisioning
stages

Thisdocument describes the result of the development of the AAI architecture for ISOD. The proposed architecture
attempts to address key access control problems when integrating heterogeneous virtualisation platforms and Control and
Management planes. The proposed architectaleo targetsto ensure future compatibility with themerging Cloud
platforms and physical resourcascess control solutions and infrastructare

The report is organised as follows. Section 2 provides short description of the GEYSERS architectuge GENGERS
Service Delivery Framework (SDF) followed by the descriptidheobasicuse cases and abstraction model used for
security services and AAI definition and developmedection 3 defines the general requirements to ISOD security
infrastructure and services.

Section 4 providesraoverview of thegenericaccess control models such as Role Based Access Control (RBAC), Generic
AAA Authorization Framework (GAAAuthZ)and its extension for dynamically provisioned services Dynamic Access
Control Infastructure (DACI). The section describes aldations used in existing Cloud laaS platform such as Amazon
Web Services (AWS) and Microsoft Azure.

Section 5 describes the proposed AAI architecture fedemand InfrastructuréServices ProvisioninSOD}hat address

both tasks¢ secure operation or the provisioning infrastructure and provisioning of the Dynamic Access Control
Infrastructure (DACI) as a part of the-damand provisioned infrastructure. The proposed architecture framework
includes also suatomponents as Security Services Lifecycle Management (SSLM) model and security context management
framework. It identifies key functionalities to support multidomaietwork+IT infrastructure serviceend introduces a

number of mechanisms and solutions to support them, in particular: AuthZ ticket format for extended AuthZ session
management,Token Validation Service (TM8)enable token based policy enforcememtolicy Obligation Handling
Reference Model (OHRM), and XACML pdgicfile for ISOD The proposed architecture will allow smooth integration

with other authorizationframeworks as currently used and developed by Cloud and networking community.

Section 6 describes how the proposed GABAD architecture is implementedthe current version of the GAAA Toolkit.

It provides general description of the GAAA Toolkit structure and functionalities to support network resource provisioning
and more detailed description of such components as TVS and GAAAPI that can be usedgabéepiomponent to add
AAA/AuUthZ services to different NRPS frameworks.

Section 7provides detaileddescription of the Common Security Services Interface (CSSI) that is used as a common
generalised interface for accessing AAI/GAB@AD services and fibreir simple integration with other components of the
GEYSERS architecture.

Finally, section 7 provides summanfythe current results and suggests further developments.
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The GEYSERS architecturgudlifies the interworking of legacy planes by means of a virtual infrastructure representation

layer for network and IT resources and its advanced resource provisioning mechanisms. The GEYSERS architecture present
an innovative structure by adopting the amepts of Infrastructure as a Service (laaS) and seorieated networking to

enable infrastructure operators to offer new network and IT converged services. On one hand, the-sgevited and

laaS paradigm enable flexibility of infrastructure provigig in terms of configuration, accessibility and availability for the

user. On the other hand, the laybased structure of the architecture enables separation of functional aspects of each of

the entities involved in the converged service provisionirgnfthe service consumer to the physical infrastructure. Figure

2.1 shows the layering structure of the GEYSERS architecture reference model comprised of four layers: the Service
Middleware Layer (SML), the enhanced Network Control Plane (NCP), the ogieal Infrastructure Composition Layer

(LICL) and the physical infrastructure.

The Logical Infrastructure Composition Layer (LJ8Ls a middleware aiming at decoupling infrastructure resource
management from the actual service provisioning. This ifopmed by adopting an Infrastructure as a Service (laaS)
management model for both optical network and IT resources. Although laaS isknaeth model in IT environment, it
is not so common for networkingn favour of Network as a Service (NaaS)

In addition to laaS, LICL is based in infrastructure resource virtualisation paradigms for granting flexible infrastructure
service provisioning. A number of projects have successfully dealt with virtualisation for leveraging infrastructure sesource
utilisation. At the same time, virtualisation allows reducing capitalisation costs, which is especially critical for scientific
communities where the equipment acquisition and network deployment costs considerably diminish project budgets.

TheLICL is located betwa the physical infrastructure resources and the upper layers in GEYSERS architecture, such as
the Network Control Plane and the Service Middleware LayeGEYSERS architectutee LICL is responsible for the
creation and maintenance of virtual resouscas well as virtual infrastructures. In the context of GEYSERS, infrastructure
virtualisation is the creation of a virtual representation of a physical resource (e.g., optical network node or computing
device), based on an abstract model that is oftenieetd by partitioning or aggregation. A virtual infrastructure is a set

of virtual resources interconnected together that share a common administration framework. Within a virtual
infrastructure, virtual connectivity (virtual link) is defined as a conmackietween one port of a virtual network element

to a port of another virtual network element.
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LICL is the key element in the GEYSERS architecture in order to provision infrastructure services. This sectior
provides ashortdescription of the fungonal architecture of the LICL that provides a practical implementation

of the abstract laaS provisiog model described in section VIII (refer to this section for PIP, VIP and VIO
defintion).

The LICisdivided into two main sutsystems depending on the functionalities implemented in eachsygbem

and also depending on the role that uses such fundiibies. G the one hand, there is the upp&iCL, which

is responsiblemainlyfor the virtual infrastructure management and satisfies the needs and requirements of
the virtual infrastructure provider. On the other hamgk have the lowerLICL, which is sponsible for physical
resource virtualisation and management and which satisfies the requirements of the physical infrastructure
provider.

The uppefLICLis composed of different modules. The functionalities covered at this level are the virtual
infrastructure creation, management and -manning, and theSLAenforcement. The virtual infrastructure
creation is don@s a composition of different virtual resources available from one or multiple PIPs. Such a virtual
infrastructure is provisioned towards thértual infrastructure operator as a unit. Furthermore, the upjhé€L

offers dynamic replanning functionalitiess a response to the changing requirements of the VIO. Such dynamic
re-planning may involve the inclusion of wmaesources to the virtual indistructure, the release of unsed
resources, or even the resizing of some of them (é&ngrease or decrease the total bandwidth capability of a
virtual link). As a part of the system oriented to provide dynamic infrastractarvices, the uppetICL pvides
capabilities to ensure SLA levels are met during the whole service lifecycle.



The lowerLICL covers the functionalities regarding physical resource abstraction and resource virtualisation.
The tools offered by the lowetIClare used by thé’IPin order to manage its own infrastructure. The lower

LICL is responsible for the physical resource abstraction that basically comprehends all the necessary steps to
create a logical resource representing the physical resouradsdtis in charge of thartual resource creation

and management, as well as the resource monitoring and configuraiitve lowerLICL also offers an
information service, which is used by the PIP to send information about its domain capabilities toherds
different VIPs.

Figure2.3depicts the functional architecture of ¢hLICL, split into the two aforementioned components. It also
shows the different interfaces in each component in order to communicate with the outer world. In the case of
the upperLICL, it has the dhagementto-LICL (MLl)nterface, which offers all the virtual infrastructur
management operations (e,gequest, replanning, decommission) and then th#5to-LICL(SLI)interface

and the @ll Controller Interface (CClused to offer operation capabils over the virtual infrastructure. In
detail, the SLI offers operations over the virtual IT resesirand the CCI over the virtual network resources.
However, it is remarkable that this is a logical differentiation, since the implementation of the spéfens

one interface and handles the virtual resources in a converged manner independently diiies. R@nally, the
lower-LICloffers the VR request service, used to request for single virtual resources, the Resource Operation
Service, that represents the operation interfaces for the virtual resources, and the information service, which
is used to exchange information with thefdifent physical infrastructure providers.
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Figure2.3?: LICL functional architecture overview
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Thetwo basic useases for ordemand infrastructure service provisioningn be consideid large scientific
infrastructures and network infrastructure provisioning, 5, 6] These useases represent the two different
perspectives in developing infrastructure servigele user and application developperspectiveon one side,
and the provider perspective on the other siddJsers are interested in uniform and simple access to the
resource and the services that are exposed as Ctyudrid resources and can be easily integrated into the
scientific or business workflavinfrastructure poviders are interested in infrastructure resource pooling and
virtualisation to simplify their osdlemand provisioningnd extend their service offering and business model to
Virtual Infrastructure provisioning

Figure2.2illustrates the typical €ciencenfrastructure that includes Grid and Cloud based computing and
storage resources, instruments, control and monitoring system, visualization system, and users represented by
user clients. The diagram also reflects that there may be different types oécting network links: higspeed

and lowspeed which both can be permanent for the project or provisionedlemand.

The figure also illustrates a typical us&se of a higiperformance infrastructure, which is used by two or more
cooperative research gups in different locations. In order to complete their task (e.g. cooperative image
processing and analysis) they require a number of resources and services to process raw data on distributed
Grid, Cloudor proprietarydata centers, analyse intermediate tdausing specialised applications and finally
deliver the resulting data to the scientists. This4aase includes all basic components of the typiedktience
research process: data collection, initial data mining and filtering, analysis with speciatisauific
applications, and finally presentation and visualisation to the users.
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Figure2.3below illustrates the abstraction of the typical project or group oriented Virtual Infrastructure (VI) provisioning
process that includes both computing resources and supporting network that commonly referred as infrastructure services
[4, 5] The VI is provisioneidr two collaborative user groups in different locations that in order to fulfill their task (e.g.
cooperative image processing and analysis) require a number of resources and services to process raw data on distributed
Grid or Cloud data centers, analyiséermediate data on specialist applications and finally deliver the result data to the
users/scientists. The discussed use case contains all basic components of the tgn@loe research process: data
production with scientific instrument (labeled &8R4 node), initial data mining and filtering (VIR3, VIR5), analysis with
special scientific applications (VIR1, VIR6), and finally presentation and visualisation (VIR1, VIR6) to the users.



The figure also shows the main actors involved into this procassh as Physical Infrastructure Provider (PIP), Virtual
Infrastructure Provider (VIP), Virtual Infrastructure Operator (VIO). The required supporting infrastructure services are
depictured on the left side of the picture and includes functional composiemd services used to support normal
operation of all mentioned actors.

TheLICL (oWirtual Infrastructure Composition and Management (VIO&er includes the Logical Abstraction Layer and

the VI/VR Adaptation Layer facing correspondingly lower PP upper Application layer. These layers represent
information used by VIO/user applications to access VRI and support necessary logical transformation of the resources
during composition and operation stages. VICM middleware is one of the key funciemtiat enables all component
services to interact, includes message processing functionality, middleware security, composition and orchestration
services.

The proposed architectural framework for @emand Infrastructure Services provisioning (ISOD) csewm of the
following main components3] 4: the Logical Infrastructure Composition Layer (also defined in [3, 4asposable
Services Architecture (C$Apat intends to provide a conceptual and methodological framework for developing
dynamically confurable virtualised infrastructure services; the Infrastructure Services Modeling Framework (ISMF) that
provides a basis for the infrastructure resources virtualisation and management, including description, discovery, modeling,
composition and monitoringthe Service Delivery Framework (SDF) that provides a basis for defining the whole
composable services life cycle management and supporting infrastructure services. Twayeo$snctionalities include
Service Control and Management Plane (CMP) andriBeinfrastructuredescribed in this document

The proposed architecture is a SOA (Service Oriented Architecture) g sedi[uses the same basic operation principle
as known and widely used SOA frameworks, what also provides a direct mapping tostielg VICM implementation
platforms such as Enterprise Services Bus (ESB) or OSGi fran&@lork [

The SDF introduced as a part of the propo€&tly SERS architectural framew@kbeing developed ir2[3]) extends the
proposed by the TeleManagemeRbrum the Service Delivery Framework as a part of the Software Enabled Services
Management Solution [, 11]. It includes the following main stages: (1) infrastructure creation request sent to VIO or VIP
that may include both required resources and netwdrKrastructure to support distributed user groups and/or
applications; (2) infrastructure planning and advance reservation; (3) infrastructure deployment including services
synchronization and initiation; (4) operation stage, and (5) infrastructure dedssioming. It combines/consolidates in

one provisioning workflow all processes that are run by different supporting systems and executed by different actors.

The main infrastructure component to support SDF is the Service Lifecycle Meatadata @dBvge) that provides
necessary information to store/identify composed services identifiers, stages, versions and also bind this information to
the SLA and provisioning sessions IDs.
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Figure2.3. Main actors, functional layerand processes in edlemand infrastructure services provisioning

Physical Resources (PR), including IT resources and network, are provided by Physical Infrastructure Providers (PIP). Ir
order to be included into VI composition and provisioning by thethély need to be abstracted to the Logical Resource

(LR) that will undergo a number of abstract transformations, including possibly also interactive negatitidhe PIP.

The composed VI need to be deployed to the PIP which will create virtualise@dgdhgsiources (VPR) that may be a part

or a pool of the resources provided by PIP. The deployment process includes distribution of common VI context,
configuration of VPR at PIP, advance reservation and scheduling, and virtualised infrastructure sgncluesization

and initiation, to make them available to Application layer consumers.

The proposed abstract model allows outsourcing the provisioned VI operation to the VI Operator (VIO) who is from the
user point of view provides valuable services of teguired resources consolidatierboth IT and networks, and takes a
burden of managing the provisioned services.

The described model is being developed in the GEYSERS project [10] that targets to provide a generic architecture for Cloud
Infrastructure asa Service (laaS) provisioning model, allowing also to use and integrate other Clouds provisioning models
for individual resources virtualisation.

The proposed architecture provides a basis and motivates development of the generalised framework foormprayis
dynamic security infrastructure that includes Security Services Lifecycle Management model (SSLM), common security
services interface (CSSI), and related security mechanisms to allow the consistency of the dynamically provisioned security
services peration. The required security infrastructure should provide a common framework for operating security
ASNWYAOSa |4 Lt YR #Lh fFr@S8SNJFYR 6S AyidSaNIiGSR sA0GK tL
It is important to mention that discussed here physical and vintesburces are in fact complex software enabled systems

with their own operational systems and security services. The VI provisioning process should support their smooth
integration into the common federated VI security infrastructure allowing to defim@mmon access control policies.



Access decision made at the VI level should be trusted and validated at the PIP level, what can be achieved by creating
dynamic security associations during the provisioning process.
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The LICLoperation relies on the welllefined services lifecycle management (SLM) model that is defined based on the
TeleManagement Forum Service Delivery Framework (SDF) [10] that includes both the service delivery stages and required
supporting infrastragture services.

Figure2.4illustrates the main service provisioning or delivery stages that address specific requirerhtr@pmvisioned
on-demandvirtualisedinfrastructureservices:

Service Request Stadacluding SLA negotiation). The SLA camrites QoS and security requirements of the negotiated
infrastructure service along with information that facilitates authentication of service requests from users. This stage also
includes generation of the Global Reservation ID (GRI) that will servprasisioning session identifier and will bind all
other stages and related security context.

Composition/Reservation Stagthat also includefeservation Session Bindingth the GRI, which provides support for
complex reservation processes in mltmain multi-provider environments. This stage may require access control and
SLA/policy enforcement.

Deployment Stageincluding serviceRegistration and Synchronisatio he deployment stage begins after all component
resources have been reserved and includigstribution of the common composed service context (including security
context) and binding the reserved resources or services to the GRI as a common provisioning session ID. The Registration
and Synchronisation stage (which can be considered as optispatifically targets scenarios with provisioned service
migration or replanning. In a simple case the Registration stage binds the local resource or hosting platfetimerun
process ID to the GRI as a provisioning session ID.

Operation Stagg(includingMonitoring). This is the main operational stage of the provisionedlemand composable
services. Monitoring is an important functionality of this stage to ensure service availability and secure operatiomgncludi
SLA enforcement.

Decommissioning Stagensures that all sessions are terminated, data is cleaned up, and session security context is
recycled. The decommissioning stage can also provide information to or initiate service usage accounting.

Two additional (suf)stages can be initiated from thep@ration stage, based on the running composed service or
component services state:

Recompositionor Re-planning Stageshould allow incremental infrastructure changes.

Recovery/Migration Stagean be initiated by the user or the provider. This processusnMDSLC to initiate a full or
partial resource resynchronisation, it may also require-cemposition.

Implementation of the proposed SDF requires a special Service Lifecycle Metadata Repository (MD SLC as shown on Figure
2.3) to support consistent seiees lifecycle management. MD SLC keeps the services metadata that include at least service
state, service properties, and services configuration information.
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Providing consistent security services in GEYSERS architecture is of primary importance due to potentipityvidetti
and multi-tenant nature of virtual infrastructures provisioned -olemand. The GEYSERS security architecture should

address two aspects of the VI operation and dynamic security services provisioning:

1 Provide security infrastructure for secure VI operation]udag access control and SLA and policy enforcement for
all interacting roles and components in VI and VIP/VIO, secure messaging and transport services.

9 Provisioning dynamic security services, including creation and management of the dynamic securigitiasspas a
part of the provisioned complex/composite services or virtual infrastructures.

The first task is a traditional task in security engineering, while dynamic provisioning of managed security services remains
a problem and requires additionalsearch.

The Security Services Lifecycle Management (SSLM) as an important issue on building consistent security services for
dynamically provisioned virtual infrastructures is discussed b@slm] The SSLM extends the described abGegsers

SDF servelifecycle management model and workflow witditional substages and functiont bind dynamic security
contextto the general provisioning sessi@nd Cloud virtualisation and hosting platform in such a way that to ensure all
operations on the virtuainfrastructure and user data to beecured during their whole lifecycle.



The GeyserSecurity Infrastructure (GSI) should provide the following basic infrastructure security services to ensure
normal operation of the virtual infrastructure:

Access contrdle.g. AuthenticationAuthorization Identity Management)

Policy and SLA enforcement

Trust management (including interdomain and inpeovider and dynamic security associations)
Data, messaging and communication security

Additionally, auditing/loggingrad accounting.

To T Bo To Do

As a part of provisioned VI, the security solutions and supporting infrastructure should address the following problems,
mostly related to data integrity and data processing security:

A Secure data transfer that should be enforced with datsivation mechanism
A Protection of data stored on the virtualisation platform

A Restore from the process failure that entails problems related to secure job/application session and data
restoration.

Initial suggestions to address those problems are basedth@n secure provisioning and application/job session
management:

A Special session for data transfer that should also support data partitioning andintenactivation and
synchronization.

A Secure job/session failver that should rely on the session synchzation mechanism when restoring the session.
A Session synchronization mechanisms that should protect the integrity of the remoténnerenvironment.

The following problems/challenges arise from th8EYSERS provisionirenvironment analysis for security

services/infrastructure design:

f 5FGF LINRPGSOGA2Y -@RNBKE alikRING RA f JTRIZRIZ Yo S&A RS ySOSaal NB
services, also data lifecycle management and synchronization.

1 Access contl infrastructure virtualisation and dynamic provisioning, including dynamic/automated policy
composition or generation.

1 Security services lifecycle management, in particular related services metadata and properties, binding to main
services.

1 Security sesens and related security context management during the whole security services lifecycle, including
binding security context to the provisioning session and virtualisation platform.

1 Dynamic security associations (DSA) and trust/key management, incltrdisig anchor bootstrapping during
deployment stage, what should provide fully verifiable chain of trust from the user client/platform to the service/data
runtime environment.

1 SLA management, including initial SLA negotiation and further SLA enforcentemipédanning and operation stages.

Initial suggestions to address those problems require the consistent secure provisioning and application sessions

management, in particular:

1 Special session for data transfer that should also support data partitionohguartime activation and synchronization.
1 Session synchronization mechanisms that should protect the integrity of the remotégnmerenvironment.

1 Secure session failver that should rely on the session synchronization mechanism when restoring thensessi

1 Standardized interfaces that will answer some of user concerns on cloud security.

Successful GEY SERSiitectureadoption by industry ands integration with advanced infrastructure services will require
implementing manageable security services andchanisms for the remote control of therovisioned infrastructure
operational environment integrity by users.

GYESER=ecurity should implement mullayer security services including transport, messaging and application/data
security, and additionallyetwork layer security for distributed VPN based enterprise domains. Security and security
services in the GEYSERS architecture design are applied at different layers and can be called from different functional
components using standard/common security \sees interface. Security services are governed by related security
policies.

Security services can be designed as: pluggable services operating at the messaging layer; OSGi bundles that can be
dynamically added as composable services to other composaidces to form an instant virtual infrastructure; or
exposed as Web services and be integrated with other services by means of higher level workflow management systems.
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Although RBAG itechnically a form of nediscretionary access control, it is often considered as one of the three primary
access control policies (the others are DAC and MAC). In RBAC, access decisions are based on the roles that individual use
have as part of an oemization. Users take on assigned roles (such as professor, student, operator, or manager). Access
rights are grouped by role name, and the use of resources is restricted to individuals authorized to assume the associated

role. The use of roles to contratcess can be an effective means for developing and enforcing entespeséic security
policies and for streamlining the security management process.

Under RBAC, users are granted membership into roles based on their competencies and resporisitiikti@ganization.

The operations that a user is permitted to perform are based on the user's role. User membership into roles can be revoked
easily and new memberships established as job assignments dictate. Role associations can be established when new
operations are instituted, and old operations can be deleted as organizational functions change and evolve. This simplifies
the administration and management of privileges; roles can be updated without updating the privileges for every user on
an individal basis.

Generic RBAC moddlq, 16, 17] provides an industry recognised solution for effective user roles/privileges management

and policy based access control. It extends Discretional Access Control (DAC) and Mandatory Access Control (MAC) model
with more flexible access control policy management adoptable for typical hierarchical roles and responsibilities
management in organisations, but at the same time it suggest a full user access control management from user assignment
to granting permissions. T$can be suitable for internal organisational environment and particularly for human access
rights management but reveals problems when applied to distributed seoriemted environment.

Sandhu in his two research papet$[16] describes 4 basic RBAdels:
i Core RBAC (RBACO) that associates Users with Rét¢s(id Roles with PermissionsHR
1 Hierarchical RBAC (RBA1) that adds hierarchy to roles definition;
1 Constrained RBAC (RBAC2) that extends RBACO with the constrains applie@na BP asginment;
i Consolidated RBAC (RBAC3) that adds role hierarchy to RBAC?2.

RBAGs described in th&NSI INCITS 32004 standardq] that partly re-definedthe first three basic RBAC models in the
context of static or dynamic separation of duties (SSDvsD9D). 6 2 i K Y2 RSt &a=X AyAGALft {} yRK
notion of the user session which is invoked by a user and provides instant sbasieth UR association. Final result/stage

of the RBAC functionality are permissions assigned to the user basgdtamor dynamic LR and RP assignment. RBAC
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other more serviceoriented frameworks such as ISO/IKUB11/X.812 Authenticatioduthorization framework[18, 19]

or generic AAAuthorizationframework[20, 21].
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Authentication, authorization, and accounting (AAA) is a term used to refer to a framework for intelligently controlling
access to computeresources, enforcing policies, auditing usage, and providing the information necessary to bill for
services. These combined functions are considered important for effective network management and security.



The gneric AuthenticationAuthorization Accounting (AAAgrchitecture was proposed in RFC292@] [and generic AAA
Authorizationframework (GAAMUthZ) is described in RFC29@4] as a development of the ITOX.812Authorization
framework[19] for distributed multidomain systems.

Authenticaton (AuthN) andiuthorization(AuthZ) are the components of the access control function to ensure that access
to a resource or service is granted to the access subject (human, service or process) that has right to use the resource and
perform those operatin on the resource that it is allowed.

Authentication is the process of identifying a user or an access subject, based on identity credentials which examples are
username and password, digital certificates, dimee-tokens, etc. Authentication refers tché confirmation that a
user/subject who is requesting services is a valid user of the resources or services requested. Typically AuthN involves
comparing a user's authentication credentials with the user credentials stored in a user database (UserD8) or th
AuthN/AAA service, or checking validity of the user credentials obtained from the trusted AuthN service or trusted Identity
Provider.

Based on positive AuthN, a user must obtain authorization for doing certain tasks. Authorization is the processngf grant

or denying a user access to network resources once the user has been authenticated. The amount of information and the
amount of services the user will be granted depends on the user's authorization level which is defined by the user attribute
credentids. In other words, Authorization is the process of enforcing policies: determining what types or qualities of
activities, resources, or services a user is permitted. Usually, authorization occurs within the context of authentication.
Authenticated user iprovided with the attributes that are required f@authorizationdecision.

Accounting is the process of keeping track of a user's activity while accessing the resources or services. Accourgthg is carr
out by logging of session statistics and usagerination and used for trend analysis, capacity planning, billing, auditing
and cost allocation.

In modern Service Oriented Architecture (SOA) applications a Resource or a Service are protected by the site access control
system that relies on both AuthN tife user and/or request message and AuthZ that applies access control policies against
the service request. It is essential in a sendcented model that AuthN credentials are presented as a security context

in the AuthZ request and that they can beakated by calling back to the AuthN service and/or Attribute Authority
(AttrAuth). This also allows for loose coupling of services in distributed hierarchical access control infrastructure.

The GAAAAUthZ models illustrated on Figre 4.1 andincludes sah major functional components as: Policy Enforcement

Point (PEP), Policy Decision Point (PDP), Policy Authority Point (PAP). It is naturally integrated with the RBAC separatec
UserRole and Rol@rivilege management model that can be defined and suppdiedeparate policies.
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little) information about the Subject/Requestor, Resource, Action as it decides necessary according to the imgdement
authorizationmodel and (should be known) service access control policies.

In a simple scenario, the PEP sends the decision request to the (designated) PDP and after receiving a positive PDP decisiol
relays a service request to the Resource. The P&Rifiges the applicable policy or policy set and retrieves them from the
Policy Authority, collects the required context information and evaluates the request against the policy.

In order to optimise performance of the distributed access control infrastme, theAuthorizationservice may also issue

AuthZ assertion in the form of AuthzTicket that confirm access rights. They are based on a positive decision from the
Authorizationsystem and can be used to grant access to subsequent similar requestsatat am AuthzTicket. To be
consistent, AuthzTicket must preserve the full context ofdhthorizationdecision, including the AuthN context/assertion

and policy reference.
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Figure4.1. Generic Authentication andiuthorization servicesinteraction.

Generic AAAAuthorization Framework defines three basic operational models that describe interaction (in sense of
request/response sequences) between a user, a service or resource provider anukfizationservice acting as an
Authority:

The push authorization sequenc#Vithin the push (or tokef) sequence, the User first requests an authorization from a
trusted Authorizationda SNIA OS GKIF G YIFe@ 2N YIe y20 K2y2NJ 6KS | aSNna
Authorization assertion (a secured ticket or token) that acts as a proof of right or as asserted list of requestor capabilities.
Typically such an assertion has an associated validity time window. The assertion may subsequently be used by the User
to request a speific service by contacting the Resource. The Resource will accept or reject the authorization assertion and
will report this back to the requesting Subject. The Resource must have been provisioned with the appropriate key material
to recognize the approjmte assertions.

The pull authorization sequenceawithin the pull (or outsourcg sequence, the User will contact the Resource with a
request. Before admitting the service request, the Resource must contact its Authorization service. The Authorization
senice will evaluate the request against a specific authorization policy and will return an authorization decision. The
Resource will subsequently grant or deny the service to the User by returning a result message. The Resource, which
enforces a policy, effgively outsources a policy decision.

The agent authorization sequencéJsing the agent (or provisiensequence, the User will contact an Agent, which will
KFYyRtfS GKS ! aSNRa NBljdzSad FT2N) G§KS LI NI A OhizRésolircev $he AgiaNID S @
will make an authorization decision and, using its own or Wdebegated credentials, it will contact the Resource to
provision the requested service. The Agent will provide the User with details on how to contact and use the Service

The three basi@uthorization sequences described above are elementary abstractions of more complex real world
examples that normally combine the basic sequences. It may use various protocols and message formats to handle and
secure user credentials amdquests.

Although more functions can be found in both an Authority and a Resource, an Authority typically acts as a Policy Decision
Point (PDP) and a resource incorporates a Policy Enforcement Point (PEP) which used to call for the policy decision to the
Authority and enforce already made decision. In the subsequent discussion we may use the term PDP and PEP to represent
functions inside the corresponding entities.
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Clouds technologie$s] are emerging as infrastructure services for provisioning computing and storage resources on
demand in a simple and uniform way. However there is no-defihed architectural model for the Cloud Infrastructure a
Service (laaS) provisioning model despite ifevuse among big Cloud providers such as Amazon, RackSpace, Google, and
others. Recent research based on the first wave of Cloud Computing implementation have revealed a number of security

issues both in actual services organisation and operational asohé@ss model<[7, 28]. Current Clouds security model is
based on the assumption that the user/customer should trust the provider. This is governed by the general Service Level



Agreement (SLA) that defines mutual provider and user expectations and afntigddir the whole provisioned services
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changing esources demand and utilisatiam typically multiuser Cloud environment.

Although Cloudprovider invested a lot into making their own infrastructure secure and complying existing security
management standards (e.g. Amazon Cloud recently achieved PCl compliance certif@8}}jastil] the overall security

of the Cloud based applications &services will depend on two other factosecurity services implementation in user
applicationsand binding between virtualised services and Cloud based virtualisation platfitrai should also ensure
protection against malicious users and risks redatie possible Denial of Service (DoS) attacks.
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security, but in practice this is related only to limited range of services witldl limited manageability. Currently
implemented and provided security are based on VPN and provide only simple access control services based on users
access over SSH channel. More advanced security services and fine grained access control canmeldevattiaut

deeper integration with the Cloud virtualisation platform and incumbent security services, what in its own turn can be
achieved with open and well defined Cloud laaS platform architecture.

More complex and community oriented use of Cloud asfructure services will require developimgew service
provisioning and security modeilsat could allow creating complex project and group oriented infrastructures provisioned
on-demand and across multiple providers.

Amazon AWS Security

Regarding accesntrol services for owlemand infrastructure, there are several existing works such as Amazon AWS
Identity and Access Management (IAM) for Amazon Cloud prodB@tstiie Access Contr@ervicein the Windows Azure
AppFabric31].

The Amazon AWS IAM Hetintegration of an Identity Management System and an Access Control System. On reserving
an Amazon AWS product, each customer is assigned an AWS acOpenations on AWS productre bindedto this
FO02dzyli® ! YT 2y L!a LNRP@GARSA | YSOKIyAay G2 ONBIGS I yR
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guaranteesecurity requirements on confidentiality and integrity, users hthair own securitycredentials for accessing

AWS resources.
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establshment and not flexible for mulSecurity domains and muitenancies while there is only one provider role for
Amazon AWS products. Amazon plays as a PIP to provide individual virtualized resources such as EC2 or S3 and also a V
to integrate suchvirtualized resources together. The access control model in Amazon AWS IAM is not well supported for
complex organizations because it only manages users in groups and performs authorization based on assigned permissions
to groups. Many other features of Remsed Access Control modél7] are not present in Amazon AWS IAM.

Access Control Service for Windows Azure Cloud platform

Access Control Service for Windows Azure AppFabrier§ is one of middleware services for applications in Microsoft
Azure Platform ain Figuret.3:
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Figure4.3 ¢ Microsoft Azure AppFabric Services

This service enables authorization decisions are separated from regular applications and their clients to delegate to an
external access control engine. It hmany notice features such as federation identity in access control, supports multiple
credentials, flexible and lighweight developer friendly programming model. AppFrabric Access Control plays the role in
Windows Azure Platform as the intermediate tryosrty between user side and service side as below:

Windows
Azure Platform

Data Application

Figure4.3 ¢ AppFabric Access Control for Microsoft Azure Platfoftime figure from Microsoft Azure)
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service in federated identity environment, AC is not support for complegamandprovisioningservices, in which the
composite servicecould be assembled parts frotegacy servicesAnd because of not supporting Service Lifecycle
Management, AC coutbt dynamically establish trust relationshsifpetween userside and a provisioned resource at

service side. Hence, this solution also does not adapt access control requirements in GEYSERS.
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There are four main aspectghat concern to security that the LICL must handle. First, there must be an access control over
the resources, both virtual and physical ones, and also at VI level; access control will be obtained via authentication and
authorizationmechanisms. Secondly, the data has to be protected, implying that data traffic remains isolated between VI,
as well as, stored data is not accessible from others Vls, independently they are allocated over the same physical resource.
Third, security has tacilitate policy enforcement, assuring that VI usage does not affect on the performance of other Vis.
These two last aspects relate to the isolation capability between VRs. Finally, LICL has to provide security on the service
provisioning process as well

Security is considered a crelsger functionality as it affects components from different layers, like virtual infrastructures,
or physical resources.
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Developing a consistent framework for dynamically [smned security services requires deep analysis of all underlying
processes and interactions. Many processes typically used in traditional security services infragmetdeo be
abstracted, decomposed and formalized. First of all, it is relateti¢csecurity services setup, configuration and security
context management that in many present solutions/frameworks is provided manually, during the service installation or
configured outof-band.

The general security framework for @emand provisioned finastructure services should address two general aspects
[32]: (1) supportingan access control architecture for myttfovidersto provide ordemand provisioning serviceand (2)
provisioning eEDynamicAccessontrol Infrastructure (DACI) as part of tipeovisioring on-demand virtual infrastructure.

The first task primarily foceson theaccess control solution supporting -aiemand provisioning resources with security
contexts synchronizationand management over mdtimains. The DACI must be bootstragg to the provisioned on
demand VI and VIP/VIO trust domains as entities participating in the handling initial request for VI and legally and securely
bound to the VI users. Such security bootstrapping can be done at the deployment stage.

Virtual accessantrol infrastructure setup and operation is based on the mentioned DSA thatthiekVI dynamic trust
anchor(s) with the main actors and/or entities participating in the VI provisiogM{P and the requestor or target user
organisation (if they are ddrent). As discussed above, the creation of such DSA for the given VI can be done during the
reservation and deployment stageReservation stage alleto distribute the initial provisioning session context and
collectsthe security context (e.g. publiey certificates) from all participating infrastructure components. The deployment
stage can securely distribute either shared cryptographic keys or another type of security credentials that will allow
validating information exchange and apply access @tr VI users, actors, services.

Figure5.lillustrates in details interactiabetween main actors and access control services during the reservation stage

and alsoincludes other stages of provisioned infrastructure lifecgclEhe request to create \(RequestVI) initiates a

request to VIP that will bauthorizedby VIPAAI againsits regularaccess control polies, what next will be followed by
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The SDF and SSLM requiremersisow that the initial RequestVI aks well ascommunication and access control
evaluations should be bound to the provisioning session identifier GRI. The chain of requests from the User to VIO, VIP and
PIPOFYy Ff&a2 OFNNE O2NNBALRYRAY3I GGNHzAG | yOK2 NBotWSTXist! HI ¢
security tokens34].

DACI isnitializedat the deployment stagéo controls accesssand activities orthe VI resourcesThe DACI bootstmping
can be done either by fully preonfiguring trust relations between WAl and DACI or by using special bootstrapping



registration procedure similar to those used in TCB%, [or use the dynamic trust establishment protocals multi-
providers scearios [67

To ensure unambiguous session context and all involved entities and resources identification the following types of
identifiers are used:

1 Global Reservation ID (GRienerated at the beginning of the VI provisioning, stored at VIOretutined to User as
identification of the provisioning session and the provisioned VI.

1 VIGRIg generated by VIP as an internal reservation sessions ID, which can be-fdktedeGRI, depending on VIP
provisioning model.

1 PRLRI and VRRI¢ provide identfication of the committed or created PR@PIP and VR@VIP.
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Figure5.1: Dynamic Access Contrbifrastructure during VI Provisioning and Operation
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Most of the existing securitlifecycle management frameworks, such as defined in the NIST Special Publicatibf 800
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development and management, but they still reflecetlraditional approach to services and systems design driven by

engineers force. The defined security services lifecycle includes the following typical phases: Initiation,
Development/Acquisition, Implementation, Operation/Maintenance, and Disposal.

Figure5.2 (b) illustrates the proposed Security Services Lifecycle Management (SSLM)[37¢deht reflects security
services operation in generically distributed multidomain environment and their binding to the provisioned services and/or
infrastructure. TheSSLM includes the following stages:

A Service Requesind generation of the GRI that will serve as a provisioning session identifier (SessionID)
and will bind all other stages and related security context. The Request stage may also include SLA
negotiationwhich will become a part of the binding agreement to starfdemand service provisioning.

A Reservation stageand Reservation session binding that provides support for complex reservation
process including required access control and policy enforcement.

A Deployment stagebegins after all component resources have been reserved and includes distribution
of the security context and binding the reserved resources or services to the Global Reservation ID (GRI)
as a common provisioning session ID.

A Registration&Sychronisation stage(that however can be considered as optional) that specifically
targets possible scenarios with the provisioned services migration or failover. In a simple case, the
Registration stage binds the local resource or hosting platformtima process ID to the GRI as a
provisioning session ID.

A DuringOperation stagethe security services provide access control to the provisioned services and
maintain the service access or usage session.

A Decommissioning stagensures that all sessions are tdrmated, data are cleaned up and session
security context is recycled.

The proposed SSLM model extends the existing SLM frameworks and earlier proposed by autB@tsAhe

NRP modeld68 ¢AGK GKS yS¢ aidlF3aS awSaradaNIdiAzy g {e@&yOKI
issues as the provisioned services/resources restoration (in the framework of the active provisioning session)
and provide a mechanism for remote data protectlmnbinding them to the session context.

a) Service Lifecycle

Service Planning Operation\\ Decom
Request Design Deployment Monitorin missionin
(GRI Reservation

b) Security Service Lifecycle

SecSer Rgsérs\/sion D|§t$r|10gin Reqistr Operation\\ Decommi
Reques Bindin Bootstr Synchro Monitorin Key Recy

Figure5.2: The proposed Security Services Lifecycle Management model.




Table A explains what main processes/actions take place during the different SLM/SSLM stages and what
gereral and secunt mechanisms are used:

A
A

SLAc used at the stage of the service Request placing and can also include SLA negotiation process.

Workflow is typically used at the Operation stage as service Orchestration mechanism and can be
originated from the design/reservatn stage.

Metadata are created and used during the whole service lifecycle and together with security services
actually ensure the integrity of the SLM/SSLM.

Dynamic security associations support the integrity of the provisioned resources and are bdbed to
security sessions.

Authorization session context supports integrity of theuthorization sessions during Reservation,
Deployment and Operation stages.

Logging can be actually used at each stage and essentially important during the last 2 Stpgagion
and Decommissioning.

Table5.1. Relation between SSLM/SLM stages and supporting general and security mechanisms

SLM Request Design/Reserv. Deployment Operation Decomissioning
stages Development
Process/ SLA Service/ Resource | Composition Orchestration/ Logoff Accounting
Activity Negotiation Composition ) . Session
Configuration
Reservation Management
Mechanisms/Methods
SLA M M
Workflow @) M
Service M M M
Lifecycle
Metadata
Dynamic O M M
Security
Associatn
Authz M o M
Session
Context
Logging @) O] M M
Legend:

M1 Mandatory; O - Optional
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Session types and security context

VI authorizationsession in LICL is based on general SDF model that includes stages such as reservation, deployment,
access/operation, and decommissi@8] as inFigureb.. It is necessary to enforce access control policies at the beginning
of each step.

Access Control
Policies
PN
P BN
e / N
T - / \\\
- e /
/// // / \\
s - 7 / h AN
. -7 / N
&~ .~ y RN
Reservation Deployment Access session Decommissioning
-l -l -l | -
Provisioning session
-t >

Figure5.3: Virtual Infrastructure life cycle session stages

To achieve consistent security services in dynamically created virtualised resources and infrastructure in general, it is
required that resources lifecycle information/data should haufficientsecurity context information as described below.

From resenation stageeach VI instance has a unique identifier valuaigtinguish among/isthroughits life cycles. This

identifier value is called Global Reservation Identifar VI (VIFGR). VFGRIshould be generated at the beginning of
provisioning sessioat the VI request side (SML) or VI management sig@drLICLayer). To correctly apply security
services, uppetICLkeept L NBf | G SR aSOdzNRA (& Ay FSRMaE LiigdydeyWetadata RefoSiorp S i | R
¢KAA YSOlI REFEGI (xa O2IyIGiSERI éadr L & S OdzNA

LowerLICL layers are implemented at PIPsBabstraction and managmnent. Each VR object is identified by a unique

Local Reservation Identifie¥ RLRI) whichis generated atthe VR reservation stag&imilar to uppet.ICL, the loweLICL
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The general security context must contain following information:

1 Session identifier: this is the unique value for identificatidicould be get the value or derived froftGRWwhen
the context for VI or LRI when the context for VR.

9 Session condition: set of conditions and obligations for the resource object (e.g.: validity time, conditions implied
by the previous policy decisions)

1 Resource information or reference: contains a set of the resource attributes required for enforcing security policy.
For the VI, it could be set of VRs and their related attributes, including resource lifecycle stage. For the VR, it could
be VR attributs using to access a concrete PR at the PIP. Resource attributes included into the security context
object must be unambiguously linked to the full resource description, e.g. via GRI or LRI.



1 Keylnfo: contains related information on cryptographic keys useddcurity operations. When the context for
VI, they could be sharing keys between VIO and VI. When the context for VR, it could contain cryptographic keys
for trust relations between VIO and the VR or between the VR with others.

UsingAuthorizationtokens for security context management

Although DACI operates at the Operation stage, its security context is bound to the overall provisioning process starting
from SLA negotiation that will provide a trust anchor TAO to User/application security domainvhiith the DACI will

interact during the Operation stage. The RequestVI initiates the provisioning session inside of which we can also distinguish
two other types of sessions: reservation session and access s¢gwamheployment session is used only fantrol and
management purposes in the services provisionimg)ich however can use that same access control policy and security
context management model and consequently can use the same format and type of the session credentials. In the
discussed DACI we-use the AuthZ tokens (AuthzToken) mechanism initially proposed in the -GIRRAand used for
authorizationsession context management in mudtbmain network resource provisioningd, 26]. Tokens as session
credentials are abstract constructs that refer to the related session context stored in the provisioned resources os. service
The token should carry session identifier, in our case GRIGRVY/I

When requesting VI services or resoes at the operation stage, the requestor need to include the reservation session
credentials together with the requésd resource or service description which in its own turn should include or be bound

to the provisioned VI identifier in a form of GRMHGRI. The DACI context handling service should provide resolution and
mapping between the provided identifiers and those maintained by the VIP and PIP, in our daRedrRRRI. If session
credentials are not sufficient, e.g. in case when delegatipeonditional policy decision is required, all session context
information must be extracted from AuthzToken and the normalised policy decision request will be sent to the DACI Policy
Decision Point (PDP) which will evaluate the request against theedpgicess control policy.

In the discussed DACI architecture the tokens are used both for access conteigmaktingat different SSLM/SDF stages
as a flexible mechanism for communicating aighallingsecurity context between administrative and seitpidomains
(that may represent PIP or individual physical resources). Inherited from -GiR&Ahe DACI uses two types of tokens:

9 Access tokens that are used as AuthZ/access session credentials and refer to the stored reservation context.

1 Pilot tokens thatprovide flexible functionality for managing the AuthZ session during the Reservation stage and
the whole provisioning process

Figure5 4 illustrates the common data model of both access token and pilot token. Although the tokens share a common
datamodel, they are different in the operational model and in the way they are generated and processed. When processed
by the AuthZ service components they can be distinguished by the token type attribute which is optional for access token
and mandatory for pilotoken.
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Figure5.4. Common access and pilot token datamodel.

Access tokens contain three mandatory elements: the Sessionld attribute that holds the GRI; the Tokenld attribute that

holds a unique token ID attribute and is used for token identification and authentication; and the TokenValue element.
The optional elemets include: the Condition element that may contain two time validity attributes notBefore and

notOnOrAfter; the Decision element that holds two attributes Resourceld and Result; and optional element Obligations

that may hold policy obligations returned blye PDP. Pilot token may contain another optional Domains element that
serves as a container for collecting and distributing domain related security context.

For the purpose of authenticating token origin, the pilot token value is calculated of the@dhgal G S R
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same reservatiorduthorizationsession. The following expressions are used to calculate the TokenValle facdtess
token and pilot token:

TokenValue = HMAC(concat(Domainld, GRI, Tokenld), TokenKey)

1L /2YLRYSyYyla

TheGEYSERS AMithentication and Authorization Servers have following components:

f

Authentication andldentity ManagementService this server povides authentication servigssues
and verifiesattribute statements binding to authenticated subjectsing SAML profilE39)

Authorization Service provides the authorization service compliant with SAXACML profile40]

AuthZ tokens

Verify security tokens

AuthZ interface (AuthN token, AuthZ
(XACMLAuthz-DecisionQuery/Response) token)

I I I

TVS
(Token Validation
Service)

Token  Validation Service performs  token  verifications on

AuthN interface
(issue SAML assertions)

SAML-XACML

Authentication Authority Request/Responder

PIP Obligation
Attfibute-
. oy —>| (AuthZ Context Handler) Handler Authz
Attribute 4 Y :
session
Attribute DB e Al;tr:;;géth) ot cache
¢ Ao PDP s PAP

(Policy Administration
Point)

XACMLPolicy- Token Validation Server

Response

(Policy Decision Point)

Authorization Server

Identity Management Server

Figure6-1 Authentication andAuthorizationinfrastructure components
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The Identity Management Sece hastwo tasks:

9 Authentication: authenticates subjects based on their submitted credentials. There are several
credential types, such as: username/password, X.509 certificates.



1 Issue authentication tokens (autioken): the Identity Management Server may issueauthntoken
to the authenticated subject. The autiioken could be a standard token: SAML authentication
assertions [SAML2] or Keberos tickets. The issuer identifier of these token is the Identity Management
Server.

The authrtoken couldalsobe verified at for theififetime and contentvalidities

The Identity Management Server could be utilized from existing Authentication Authority and Attribute
Authority such as Shibboletd1].

l dZGK2NRATAQ3 2y { SNB

Authorization Serneeis built upon thepluggable GAAAK library25] which follows the generic Authentication,
Authorizationand Accounting (AAA) framework (GAAthZ) R1]. The purpose of Authorization Sareis to
grant or deny actions under an authenticated subject . The authorizatiboig® are composed using XACML
standard B9).

The authorization interface is in compliance with SAML profile of XA@Wiin[which authorization requests

and responses are XACMLAuthzDecisionQuery and XACMLAuthzDecisionResponse.

The Authorization Servef @ A &&dzS d-!/ a[! dZikKl 580AaA2y ! 8aSNIA2Y
from PEP. The content and usage recommendations of XACMLAuthzDecision Assertion are spdéjified in [

WSDL AuthZ protocol
(SOAP)
(XACMLAuthzDecisionQuery
/Response)
SAML-XACML
Request/Responder
EXternal SAML: AttributeQuery
Attribute PIP Obligation
Authority SAML: AttributeResponse (AuthZ Context Handler) Handler
PDP poliyQuery PAP
(Policy Administration
(Policy Decision Point) | XACMLPolicy- .
Response P0|nt)
Authorization Server

Figure6-2: Authorization server

Components in the Authorization Servers have the following functionalities:

T SAMEXACML Request/Responder: handles SAML messages carrying XAML authorization requests and
responses.



Policy Information Point (PIP): et necessary attributes that provides to PDP for authorization policy
evaluations

Policy Decision Point (PDP): evaluate authorization requests against set of XACML policies provided by
PAP.

Policy Administration Point (PAP): provide policies to the P SBAML protocol in carrying policy
requests and policy responses.
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The aim of Token Validation Server is issue andvalidate authorization tokens to improve decision
performance of the authorization service.
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The security gateway is thauxiliary library facilitating the usages of Authentication, Authorization and Token
servicesservices

f

CSSI/GAAAPThe client server applicationutilizes Security Gateway through th@SSinterface for invoking
authenticationservice

t9t Aa Ay OKFNBS 2F 02YVYdzyAOFdAy3d 6AGK a! dziK2NRT | 47
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SAMXACML Request/Respondtdre componento handle XACML authorization negsts fran PEP to the SAML

protocol [SAMXACML2] before seimgli KSY (2 GKS a! dziK2NRART FGA2y { SNIISNE d

Security Gateway

CSSI/GAAAPI

PEP
(Policy Enforcement Point)

SAML-XACML Request/Responder

Figure6-3: Security Gatewayibrary for AAI
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This partdescribes external interfaces of AAl components used to interact with other applications.



[ Client J [ Server J
CSSI H ﬁcs&

SecurityGateway library

Token
Validation

Figure6-4: Interaction with AAl components through interfaces

Following table summarisésterfaces and their messages

Table6.1 ¢ AAl interfaces and messages

AuthN SecurityGateway SAMLprotocol over SOAR In/out Authenticate a subject based on submitt
a A AAIl Server credential and return authiioken.

Authz SecurityGateway SAMEXACML  protocol | Infout Provide decisions for authorization requests.
a A AAIl Server| over SOAP

Token SecurityGateway SOAP In/out Validate authentication tokens an

Validation| a A AAI Server authorization tokens.

CSSlI Client/ Server | Authenticate(authn In/out Authenticate with a Identity Managemer
aA credentials) Server and return authioken.
SecurityGatewa

AuthorizeAction(request) | In/out Authorize arequest with the AuthZ/AAl server
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WS Security standard, as native to SOA and ESHB, [provides necessary security mechanisms and interface for virtualised
resources interconnection, but their practical use in mditimain/inter-domain virtualised environment will complicated

with necessary trust relations and namespaces configuratiosaah communicated entity. To simplify this problem for

the dynamically provisioned virtualised security services, at the level security related interfaces configuration and
information management, the CSSI has been proposed. Technically CSSI combica® thmctionality of the GS&PI



[42] for authentication service, GAA¥RPauthorizationand session/token managemen2q]. The CSSI can be used
together with WSSecurity but introduces a simplified CSSI request format and SOAP security header sthattused a
common SecurityContext container with the following structure:

Secur ityContext (AuthenticationData, Authorization Data, SessionData, SecurityData)

This will allow more flexibility in defining actual security data format and semantic that xitla@ged between the
virtualised services and the provider services, which due to their dynamicity will have high variation of the structure and
semantics. CSSI and DACI will be configured together with provisioned VI at the deployment stage.

GEYSERS sdtuservices can be called from all other services to implement/add basic security services such as (1) data
protection, (2) access control (authenticati@uthorization delegation or identity mapping), and (3) policy enforcement.

It should be noted thathe security services discussed here are related to securing GEYSERS services and applications
interaction and may be positioned as application layer security services according to X.800/ISO7498 Open Systems Security
Architecture L8, 19. GEYSERS setwinfrastructure may use other layer security services and mechanisms to protect
communication channels such as VPN/IPSec, HTTPS, but these services can be implemented using existing standarc
libraries and are not the scope of the GEYSERS security design.

GEYSERS CSSI implements the following interface components:

1 Standard Generic Security Services Application Programming Interfac&APHI=Z] that supports data and/or
message encryption/decryption, signature, authentication and delegation.

1 Generic Autkentication and Authorization APl (GAAAPI) that supports basic authentication and extended
authorization functionality for complex mukdomain resource provisioning [GAARP, IEFRFC2904] that
requires interdomain provisioning anduthorizationsessionsnanagement and supports the whole provisioned
services lifecycle. The basic GAAAPI functionality is implemented in the GAAA Toolk{T{GARAgable Java
Library that will be extended with additional functions for combined network and IT resourcesiprong.

1 Simple Policy Based Management interface that supports policy based processes and objects management. These
types of functions are called out from the Control and Management System that executes an object or runs a
process during its execution.

The messages to request CSSI functions are described in the following table:

Table7.1: CSSI functions and messages

Functionality Message Direction Description
Data Encryption | Encrypt (data) Service orl Enrypts and decrypts data in a form of bing
Application data or XML document.

Decrypt (ciphedata) <
a A Encryptor Protects data confidentiality.

Encrypt and Wrap (data) Service ofl Encrypts data and enclose them in a stand
Application container/envelop, e.g., XMLEncryption.
a A Encryptor

Data Signing Sign (data) Application Signs data and validates signature wh
Validate (signed data, signature a A Signer ggiell"c;]aér;‘tbe in a form of binary data or X

Protects data integrity.




Wrap and Sign (data) Application Wraps data into standard container, sig
Validate (container with signe a A Signer and attach signature.
data) Protects data integrity.
Authentication Authenticate(ID, credentials) Application Request to retrieve monitoring informatio
and Delegation aA AuthN | about the status of a physical resource.
Service Issues AuthN token that confirms positi
authentication.
Delegate (AuthenticatedEntityl[] Application Allows delegation or mapping of th
AuthN assertion, newlD) aA Identity | authenticated entity.
Manager . .
Allows mapping between entities and roles
different domains.
AuthorizeAction (subject Application Performsauthorizationof the request to da
resource, action) aA AuthZ| action or the resource for the subject.
Service May issue AuthZ ticket issued as
authorizationcredential/assertion.
AuthorizeActionSession (subje( Application Performsauthorizationof the request to do
resource, action, SessionID) aA AuthZ| action or the resource for the subject ar
Service binds AuthZ context to the SessionlID.
Authorization May return AuthZ ticket issued as
authorizationcredential/assertion.
Pilot token is issued as a session credenti
AuthoriseActionObligated Application Allows  conditional  AuthZ  decisio
(subject, resource, action) aA AuthZ| Additionally may return a set of conditions
Service Obligations that shall be enforced either

the resource or next domain in case
multiple or multidomain resources access.

Policy
Management
Tasks Execution

Base(
ol

AuthoriseObject
resource, policy)

(object

Object/Process

aA
Ctrli&Mngnt
Service

Allows policy based process/obje
management or tasks execution.

AuthoriseObjectObligated
(object, resource, policy)

Object/Process

a A
Ctrl&Mngnt
Service

Extends policy based process/objg
management with obligated/conditiong
decision.

Detail descriptions of Authentication and Delegation interface, Authorization intedismgrovidedin subsequent sections.
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Application CSSI service

Authentication request

Authentication response

Figure7-1 ¢ Authentication sequence diagram

Abstract message Message direction
1 Authentication Request ApplicationA CSSI service
2 Authentication Response CSSI serviok Application
3 Delegation Request ApplicationA CSSI service
4 Delegation Response CSSl serviok Application

Messagec Authentication request

Elements Multiplicity = Description ElementType
Message_Type 1 Type of the message Integer
Credential_type 1 Type of credential to authenticate Integer

Credential data, it could be
UsernameCredentialement for
Credential 1 usename/password authenticatioor the Credential
existing authentication token in the
AuthenticationTokeQredential element.

Elementc UsernameCredential

Subelements Multiplicity =~ Description Element Type

Username 1 Username of the subject to authenticate | String

Typeof password. It could be the default
Password_Type 1 PasswordText(0) or PasswordDigest(1) wh Integer
using nonce value in digest.

Password Value 1 Password information which related to the Strin
- password_type, e.g: hash of the password 9




The cryptographicandom nonce using for

Nonce 0.1 password. The encoding type is Base64

String

Elementc AuthenticationTokenCredential

Subelements Multiplicity = Description Element Type

Base64Encoding 1 The base64 encoding of XML credential | String

Messageg, Authentication response

Elements Multiplicity =~ Description Element Type

Authentication status 1 Authentication status: AUTHENTICATED Integer
- or UNAUTHENTICATED (1) 9

If the Authentication_Status is
Authentication_Token 0.1 AUTHENTICATED, this fiedahtains String
authentication tokenin Base64 encoding.
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Application CSSI service

Authorization request

Authorization response

Figure7-2 ¢ Authorization sequence diagram

Msg  Abstract message Message direction
1 AuthorizationRequest Application” CSSI service
2 Authorization Response CSSI servick Application

Messagec Authorization request

Elements Multiplicity =~ Description Element Type

Message_Type 1 Type of the message Integer

The authorization session Id to speaifizich

o . String
authorization service to request

SessionID 1




Subject 1 The subject to authorize AttributeList

Resource 1 The resource to authorize AttributeList

Action 1 The action perform on the resource AttributeList
The environment information fo

Environment 1 L AttributeList
authorization

Elementc AttributeList

Subelements Multiplicity =~ Description Element Type
NumberOfAttribute 1 The number of attribute in the list Integer
Attribute 1l.n The attribute in thdist Attribute

Elementc Attribute

Subelements Multiplicity =~ Description Element Type
ID 1 The identifier of the attribute value String

Value 1 The value of the attribute String

Messageg Authorization response

Elements Multiplicity | Description Element Type

Contains one of following value:
AUTHORIZED (0) or UNAUTHORIZED (1)
Contains retured authentication tokenf

Token 0.1 the result is AUTHORIZED String

Status 1 Integer
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Workflows tosupport authentication and authorization for NIPS server could be in Pull nfeédat€7-3) or in Push model
(Figure7-4).



Client

Request

Service/
Resource

notAuthenticated

Identity

AuthN request

Management
Server

AuthN token response

notAuthorized

Autho
XACMLA

fization request:
uthzDecisionQuery

Authorization
Server

XACMLAuthzIl
(XACMLAUthz

DecisionResponse:
Decision assertion)

Setup response (incl.
Authz token)

Session
establishment

Processing

Figure7-3: Sequence diagram of Authentication and Authorization in Pull model




Identity
Client Management
Server

Authorization

Service/ TVS Server

Resource

AuthN request

AuthN token response

Setup request

Validate AuthN
token

notAuthgnticated ]
Authorizatjon request:
XACMLAuthzDecisionQuery
XACMLAuthzDecisionResponse:
(XACMLAuthzDecisiop assertion) i AuthZ token
notAuthorized

Session
establishnpent

Processing
Setup resporjse (incl.

Authz token)

Figure7-4: Sequence diagram of Authentication and Authorization for N\dBSI in Push model

After receiving the NIPS response including the AuthZ token, in subsequent mesbhagei?S client could utilize this
token to get advantage of performancEiqure7-5).



NIPS

NIPS client server VS

Request

Validate AuthZ token

Authz validation

respose
notAuthenticated/
notAuthorized
NIPS
processing

NIPS response

Figure7-5: Sequence diagram for NIPS cliesdgrver using AuthZ token
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The AAlAuthorizationand Authentication protocol will use SAML protocol as a basic and in particular SAAMINAL 2
protocol that incapsulate XACML RequBsgisponse messages. However it will be extended with the possibility to carry on
authorizationtokens. Details will be worked out at the design and implementation stage.

D9 . {9w{/2lyQid&rH 34 S &

According to useases at different layers SML, NGd LICL, the AAI needs to fulfil following access control
usecases

1 Access Control Use Cases at NCP+ : which is the interaction between 4#feat ML and the VAR
at NCP+

1 Access Control Use Cases at Ugd€N.: which are the interactions betweer YO (at SML and NCP+)
and the VIP at upperICL.

1 Access Control Use Cases at Lell@L (PIP): These tesses illustrate interactions between the VIP
and the PIP.
Access Control Use Cases at NCH®-N)

The SML, under the context of the MIQ couldnteract with NCP+ (the VIN) through the NIRENI interface.
Access control useases at this interface are as follow:



Table8.1: Permissions for NIRBNI interface

1 VIGIT IT- NIPS:ValidatéT- Validation of IT advertisements provided by the ¥TC
Advertisement | Advertisement

2 VIGIT Network- NIPS:Setup VIOIT is allowed to request the setup of a ne
Service network service between two endoints (theycould

be declared in terms of IT capabilities)

3 VIGIT Network- NIPS:Modify VIOIT is allowed to request the modification of
Service existing network service.

4 VIGIT Network- NIPS:Request VIGIT is allowed to request the quotatiofs network
Service Quotation connectivity services between different emaints.

5 VIOIT Network NIPS:Delete VIOITis allowed to delete the network servic
Service between to endpoints

6 VIOIT Monitoring- NIPS:Request VIOIT is allowed to requéseceive monitoring info
Info Monitoring-Info

8.1.2  Accesdontrol Use Casesat UpperLICL(VIP)

The UppeiLICL, which is under context of the VIP, has external interfaces for other layers of other roles to
communicate with. They are SLI, CCI and NLI.

8.1.2.1 SLl interface

This interface is used by SML (WTQto invoke uppeLICL layer (VIP). Access controleeses at this interface
are assummarized in the following table:

Table8.2 : Permissions for SLI interface

1 VIO | VRRP SLl:Instantiate/RIT A VIO is allowed to request VR instantiation:

2 VIO | VR SLI:Decommissie¥RIT A VIO is allowed to decommission a VR:

3 VIO | VRRRINfo | SLI-GetvailableVRPooHT A VIO is allowed tget available resource for a
resource pool

4 VIO | VR SLI:Operat&/R A V!O is allowed to operate/control on a particul
VR instance

5 VIO VRState SLI"MonitofVRInfo A V!O is allowed to request the state of a

Info device/node




6 VIO VRPower SLI:MonitofVRInfo A VIO is allowed to get device power consumpti
Info of a device/node
7 VIO I\:]I;)Status SLI"MonitofVRInfo A VIO is allowed to get status of a device/node
8 VIO | VRInfo SLI:SubscriB¥ RMonitoring A Vio 'S allowed to §ubscr|be moniteg
information of a device/node from VIP
9 VIO |VRInfo | SLI:Unsubscrib¥RMonitoring | V'O IS allowed to remove monitoring
subscription of a device/node from VIP
10 vio | VR SLI:AdevirtualNetworkif A VIO is allowed to add new virtual network
interface.
11 VIO | VR SLI'RemowyirtualNetworklf A VIO is allowed to remove virtual network
interface
12 VIO | VR SLI:.Creatétoragelmage A VIO is allowed to create a new storage image
13 vio | VR SLI:Remov&toragelmage A VIO is allowed to remove a storage image feor
node/VR
14 VIP | VRRRInfo | SLI:Advertisa/RPool ,;\O\C/J:P is allowed to advertise available resource
VRRR VIP is allowed to notify instantiation request stat
15 VIP | Instantiatio | SLI:NotifyvRInfo to VIO
n-Status
VRRR VIP is allowed to notify a decommission request
16 VIP | Decommissi SLI:NotifyvVRInfo status to VIO
on-Status
VR VIP is allowed to notify a operation request staty
17 VIP | Operatiorr | SLI:NotiffWRInfo to VIO
Status
18 vIP | VRinfo SLI:NotifyvRInfo x:g is allowed to notify subscription update to

8.1.2.2 CCl interface

These are access control usases between the NCP+ and the upp#eCL:

Table8.3: Permissions for CClI interface

1 VIGN VNodelnfo CCl:SyncRequest | VION is allowed to request synchronize information
virtual node at VIP (LICL)
2 VION VNode CCl:Configure VION is allowed to configure a cressnnection in the

virtual node at VIP (LICL)




3 VION VNode CCl:Monitor VION is allowed to get monitoring information fro
Monitor-Info the virtual node at VIP (LICL)

4 VIP VNodelnfo CCl:Synchkipdate | VIP (LICL) is allowed to update information about n

and its interfaces to VI (NCP+)

5 VIP VNode CCI:Notify VIP is aflwed to notify about crossonrection
Operationinfo operation progress to VI (NCP+)

6 VIP VNodeStatus | CCIl:Notify VIP is allowed to notify about virtual node status
Info VIGN (NCP+)

MLlinterface

These are access control usases between th&ML and NCRe the upperLICL:

Table8.4: Permissions for MLI interface

1 VIO | VI MLI:RequesVI A VIO is allowed teequest a VI

2 VIO | VIRequest | MLI:QueryVI-RequestStatus A VIO is allowed to query VI request status

3 VIO | VIRequest | MLI:GetSLAOffer A VIO is allowed to get SLA offer of sent VI reqy

4 VIO | VFRequest | MLI-SigrSLAOffer A VIO is allowed to sigdlLA Offer of sent VI
request

5 vio | v ML InstantiateV CIVIO is allowed to request the instantiation of it

6 VIO | v MLI-Decomissio| A \_/IO is allowed to request the decommissionin
of its VI.

7 VIO | VRIT MLI:ReplanningVI:AJURIT Replann!ngAdd IT node: The VIO asks to includ
new device on the VI
Replanning: Modify IT node: The VIO requests t

8 VIO | VRIT MLI:ReplanningVI:ModifyRIT | modify some of the characteristics of an IT node
(+/- storage, + computing power)

9 VIO | VRIT MLI:ReplanningVI-DeletRIT Replannlng:_DeIete node: The VIO requests to
delete a device from the VI.

. . . . : Replanning: Add a network link: The VIO reques
10 VIO | VLink MLI:ReplanningVI:AdudLink to add a new link between two devices on the V
. . . ] o Replanning: Modify link: The VIO requests to

11 VIO | VLink MLI:ReplanningVI:ModifyLink modify the capacity of a link

12 VIO | VLink MLI:ReplanningVI:DelefdLink Re_plannmg: Delete link: The VIO requests to de
a link from the VI.




Replanning: Modify VI: The VIO requests to mog

13 VIO VI MLI:ReplanningVl:Modifyime the timeline of a VI (+/time reserved).

8.1.3 Access Control Use Cases at Low#sEL (PIP)

LowerLICL at PIP provides two interfaces for VIP running Up@dr: ROS interface and VR Management
interface. It alsdhas thePRManagementinterface which the PRdmin caruse tomanage physical resources
at PIP.

8.1.3.1 ROS Interface

Table8.5: Permissions for ROS interface

1 PIP | VRMon-Info | ROS:NotifyyRInfo PIP is allowed to send a VR monitoring (status
change) natification information to VIP through
ROS interface aiipperLICL

2 PIP |VR ROS:Notiffv ROperation PIP is allowed to send a VR operation execution
Operation status notification information to VIP through RQ
Info interface at UppeiLICL

3 PIP |RR ROS:NotiffRROperation PIP is allowed to seralResource Pool operation
Operation execution status notification information to VIP
Info through ROS interface at UppetCL

4 PIP | VRSynelnfo | ROS:NotifyWRInfo PIP is allowed to send a VR information update

(configuration change) to VIP through ROS
interface atUpperLICL

5 VIP | VRRP ROS:Instantiat®/RIT A VIP is allowed to request the instantiation of it
VRITs: from VR resource pool to VR

6 VIP | VR ROS:DecommissievVRIT A VIP is allowed to request the decommissionin
of its VRIT (from VR to VR IT resourmaol)

7 VIP | VR ROS:ConfigurgR A VIP is allowed to send configuration command
to its VRs.

8 VIP | VRRP ROS:GefAvailableVRPooHT A VIP is allowed to get available IT resources fo

the VR IT resource pool

9 VIP | VR ROS:MonitoiVRInfo A VIP isllowed to request/receive monitoring
information from its VRs.




8.1.3.2 VR Management interface

Table8.6: Permissiors for VR Management interface

1 VIP | Resource | RequestResourceKinds A VIP is allowed to request the Resource Kinds
KindslInfo information of a PIP + the PIP iridomain

connections' information.

2 VIP |LR RequestVR A VIP is allowed to request a set of VR to the PI

3 VIP |LR Instantiate VR A VIP is allowed to request the instantiation of it
VR: from LR to VR (with VR network), or from L
VR resource pool (with VR IT)

4 VIP | VR DecommissiosVR A VIP is allowed to request the decommissionin
of its VR. With VIRT, from VResource pooto LR

8.1.3.3 PR Management Interface

Table8.7: Permissions for PR Management interface

1 PIRAdmIn | PR AddPR PIP's Admin is allowed to add new PR to the
Managementat LowerLICL

2 PIRAdmiIn | PR DeletePR PIP's Admin is allowed to remove an existingd’fRe
PRManagement at LoweLICL

3 PIRAdmin | Link Add-Link PIP's Admin is allowed to add new link to the
Management at LoweLICL

4 PIRAdmin | Link DeleteLink PIP's Admin is allowed to remove an existing link to
PRManagement at LoweLICL

5 PIRAdmin | Domain Add-Domain PIP's Admin is allowed to add new domain to the
Management at LoweLICL

6 PIRAdmin | Domain DeleteDomain PIP's Admin is allowed temove an existing domain t
the PRManagement at LoweLICL

7 PIRAdmin | SLATemplate | AddSLATemplate | PIP's Admin is allowed to add an S
template Management at LoweLICL
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Resource profile

Attribute name Attribute ID Full XACML attributeld semanticy Notes

(e.g:ns-prefix =
http:// geysers.el)

Resource resourceid {nsprefix}/{domain} Unique identifier of 4
Identifier resourcefesourceid resource This is the
value of VAGRI, VR.R
or PRLRI.
Resource Type |resourcetype {ns Specify type 0
prefix}/{domain}resourcefesource | resource
type
VI Identifier VHd {nsprefix}/{domain}/resource/viid |This attribute

specifies the identifie
of the VI in which the
resource belongs to.

Domain resourcedomain | {ns Specify securit
prefix}/{domain}fesource/resource;domain in which thé
domain resource belongs to.

Subject profile

Subject related attributes allow building policy depending on the properties of the request Subject oBubgct related
attributes are considered as a part of the XACML Subject definition.

Attribute name Attribute ID Full XACML attributeld Notes
semantics

(e.g:ns-prefix =
http:// geysers.el)

Subiject Identifier| subjectid {ns-prefix/subject/subjectid |Indicate the identifie
entity of a specifi
role.

Subject Role subjectrole {ns-prefix}/subject/subject E.g: VIO, VWY, VIP

role PIP




Subject subjectconfdata | {nsprefix}/subject/subject | This attribute
Confirmation confdata specifies the materiz
Data using to confirm
subject. It could be a
authentication toker
(e.g: SAML assertio
Keberos ticket)

Action profile

Attribute Attribute ID Full XACML attributeld Notes
name semantics
(e.g:ns-prefix =

http:// geysers.el)

Action ID actiorid {nsprefix}/action/actionid |Could use standard XAC
attribute:
urn:oasis:names:tc:xacml:1.
action:actionid
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The AAl implementation are implementeds Java OSGservice bundles that can be deployed in
Karaf/Servicemix enviromentgvhich includes authnsvc, authzsvc, tokensvc and the securitygateway bundles.
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Service configuration

The authentication service uses a configuration file to store its parametetading its publigrivate keypair, passphrase,
the list of trusted certificates and the session {ifime for the authentication token.

The global configuration file contains following parameters:

BaseDir authnsvc/etc/uppelicl Path to authnsvc configuration directory

KeyStore upperlickauthnsvce.jks Keystore (.jks) of the authnsvc authority, using for signin
SAML assertions

KeyStorePassword | cloudsecurity Password to access keystore

KeyAlias upperlickauthnsvc Key alias of the private key used for signing SAML token

KeyPassword authnsvecloud Password to access private key




CredentialFileName | Credentials Credentials (usernames, hashed passwords) of users.

CertificateTrustList | ctl.properties File containing certificate trust list.

MaxSessionTimeOut| 30 The maximal session timeout for the SAML token, in
minutes

Certificate and publigprivate keypair generation

The authentication bundle needs a public/private keypair for SAML assertion issudnggrification. This keypair and its
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#!/bin/bash

KEYSTORE=0ouppethnsbvc.jkso
STORETYPE=0JKSO0
STOREPASS=0cl oudsecuritybo
KEYPASS=0authosdae

ALl AS=0ouppaunultihalsvco
VALIDITY=180

KEYSIZE=2048

keytool i genkey i alias $ALIAS idname @ CN-=Up pwhn3vd, QU=SNE Group, O=UvA, C=N L o7 validity
SVALIDITY ikeypass $KEYPAIXSsize BEAIZE 1 keystore SKEYSTORE i storepass $STOREPASS i
storetype $STORETYPE

keytool T exportcert ifile A$ALI AikeystareaSBEYSTORE 1 storepass $SOTREPASS i alias $ALIAS - rfc

The content of the X.509 certificate file (.crt) needs to be directly copied to the certificate trust list file specifigdtingt
global configuration.

User Management
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following format:

$username:$base64 password_hashed:$base64 salt:$user_attribute_file |

The password hash is computed from the hash operations of the plaintext password and a random generated string called
valtiQo

hash_password = SHAL1(SHA1(salt | password)) l
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and passwords.
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Service configuration

The authzsvc configuration foldeomtains the policyconfig.xml file and the policies folder as follows, first for the Upper
LICL and secondly for the loweiCL.

\ policyconfig.xml

\ policies \
permission - cci - operations.xml
permission -mli -replanning - vlink - operations.xml
permission - mli -repl anning - vr - it - operations.xml



permission - mli -vi - operations.xml
permission - mli -vi - request - operations.xml
permission - ros - notifications.xml

permission - sli - operations.xml

PPS PIP - Role.xml
PPS VIO- N- Role.xml
PPS VIO- Role.xml
RPS PIP - Role.xml
RPS VIO- N- Role.xml
RPS VIO- Role.xml

\ policyconfig.xml

\ policies \
permission - prmi.xml
permission - ros - operations.xml
permission - vrmi.xml

PPS PIP - Admin - Role.xml
PPS VIP - Role.xml
RPS PIP - Admin - Role.xml
RPS VIP - Role.xml

List of policies are specified in tip®licyconfig.xml, including two types of policies: context and reference policies. The
context policies are policies identified based on the attribute of request, in this case are roles policies. Other pelicies a
identified by references.

Policy managemet

XACML policies are organized using RBAC profile as follows:

Permission policies

Permissions of an interface are defined in one or several xml files having file name syntax:

Permission - $interfaceName - $permissionGroup.xml

Permissions policies are:

1 permissionccioperations.xml
permissionmli-replanningvlink-operations.xml
permissionmli-replanningvr-it-operations.xml
permissionmli-vi-operations.xml
permissionmli-vi-requestoperations.xml
permissionprmi.xml
permissionros-notifications.xml
permissionros-operations.xml

permissionsli-operations.xml

= =4 4 -4 A -5 -a A -2

permissionvrmi.xml



Permissions assigned to role policies

Permissions that are mapped to the role policies have the filename:

| PPS $RoleName - Role.xml |

Each policy of a role contains references to permispgities assigned to this role. For example with permissions assigned
to VIP role policy, it has permissions of VRMI interface;&f@&tions, SLI notifications and CCI notifications.

<?xml version="1.0"2>

<PolicySet PolicySetId="PPS:VIP:role"

PolicyCombiningAlgId="urn:oasis:names:tc:xacml:1.0:policy-combining-algorithm:permit-overrides">
<Target/>
<!—- Rules for VIP role at L-LICL —->
<PolicySetIdReference>permission:vrmi</PolicySetIdReference>

<PolicySetIdReference>permission:ros-operations</PolicySetIdReference>

<!—- Notification policy for VIP at SML —->

<PolicySetIdReference>permission:sli:notifications</PolicySetIdReference>

<l—— Notification policy for VIP to NCP+ ——>
<PolicySetIdReference>permission:cci:notifications</PolicySetIdReference>
</PolicySet>

Figure9-1: Sample prmissions assigned to the VIP role policy

Policy filenames are:

1 PPSPIRAdminRole.xml
PP&PIRRole.xml
PPSVION-Role.xml
PPSVIORole.xml

= =2 =4 =2

PPSVIRRole.xml

When the administrator needs to change determined permissions of a given role, he only needs do r&inove the
necessary references in the above files.

Role policies

These policies contain role attribute matching to link with permission assigned to role policies. Policy filenames are:
1 RPSIRAdmInRole.xml

RPSPIRRole.xml

RPSVION-Role.xml

RPSVIORole.xml

RPSVIRRole.xml

= =4 =a =2
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The document described the proposed AAI for-deamand provisioned virtualised infrastructure services and provided
general implementatiorsuggestios that provide necessary information ftine ongoing AAI degh and implementation

YD: add aboiut future development, your plans about federation, trust model and infrastructure modelling.
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The diagram below illustrates where SAML poatband assertionand XACML Requ#Response messages can be used
in a typical policy based decision makidg][

The following sectionsvill provide details about SAML and XACML languages and their use for access control in distributed
service oriented applications

Request: SAMLAttributeStatement
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XACML.

T XACML specific messaaes are marked exolicitlv with

FigureA.1 Using SAML and XACML for messaging and assertions
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A.1.1 SAML Overview

Security Assertion Markup Language (SAML) is a arbABéd standard for expressing and communicating authentication,
authorizationand attribute information between distributed services.

The SAML operationakcuritymodel suggests that all participating entities are members of the same security federation
that have establishetbusiness agreementgiust relations and shareommonattributes semantic§15]. More advanced



SAML and Web Services bag®dtocols can supparattributes and assertions exahge between different federations
and security domains.

SAML Version 1.1 specification was published in 2003 and has been broadly used in identity management, web access
applications and Web services security. Current SAdision 2.0 specification was published in 2006 and adopted
experience of the two major SAML implementation areas such as Shibbéigtar{d Liberty Alliance Identity Federation
Framework 46, 47].

The major SAML application areas include:

Web Single $in-On (WebSSQjllows a user who has authenticated to one web site to access other web sites that are the
members of the same federation. SAML enables SSO providing a mean to communicate an authentication assertion from
the original login site to other @it a user wants to access or where the user request is forwarded or redirected. The
assertion then can be verified and validated and user authentication is confirmed.

Attribute -BasedAuthorization allows granting or denying user access to the protectedusses based on user attributes

that can be groups, roles or other specific to applications user characteristics. SAML provides a mechanism to communicate
user attributes in addition to the user identity. User identity and attributes are managed and proyidhe Identity

Provider (IdP) and Attribute Authority Service (AAS) that operates as a part of federation. Separating IdP/AAS from
Authentication andAuthorization services simplifies typically distributed identity and access control infrastructure
management.

Web Services Security (\W&ecurity)framework uses SAML as one kind of the security tokens within SOAP messages to
convey security and identity information between actors in Web services interactions. ety SAML Token Profile

isused byi KS [ A0SNIe !ffAlyOSQa L RESF)[I8]I WebS&ices{THidtENE B/&vaSer@ad] Y ¢
Federation frameworks to support SSO, identity federation, identity mapping and other services.

A.1.2 SAMLBasic Concepts and Components

SAML specificationnal architecture defines basic building components that allow a number of use cases and supports
transfer of identity, attribute andauthorizationinformation between autonomous entities that have established trust
relations. The core SAML specificationide$ the structure and content of both assertion and protocol messages used to
transfer this information.

The means by which lowéevel communication or messaging protocols (such as HTTP or SOAP) are used to transport
SAML assertion or protocol messagesdefined by the SAML bindings. SAML profiles define constrains and/or extensions
to SAML assertions, protocol or binding to support the usage of SAML for a particular use case or application.

Two other concepts used for building and deploying interoptgeSAML environment are metadata and authentication
context.

Metadata defines a way to express and share configuration information between SAML parties and include the following
RFGFY &aAGS8SQa adzlll2 NI SR {! a[ 0 A Y RBR),2t)IderiiiadSidrmatios, gupdorting? f S &
identity attributes, federation names, and trusted keys information for encryption and signing.

Authentication context defines a way to provide information regarding the type and strength of authenticlasiba tiser
employed when they authenticated at an identity provider. This information is provided as a part of an assertion's
authentication statement. An SP can also include an authentication context in a request to an IdP to request that the user
be authenticated using a specific set of authentication requirements, such as afatitr authentication.

FigureA.2below illustrates relations between the basic SAML concepts and components and more details provided below
[48].
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Fgure A.2. SAML components {8].

A.1.3 SAML Assertions

SAML allows for one party to assert security information in the form of statements about a subject. An assertion contains
some basic required and optional information that applies all assertions, and usoatlins a subject of the assertion,
conditions used to validate the assertion, and assertion statements. SAML defines three kinds of statements that can be
carried within an assertion:

Authentication statements These are created by the party that sucfely authenticated a user. At a minimum, they
describe the particular means used to authenticate the user and the specific time at which the authentication took place.

Attribute statements. These contain specific identifying attributes about the subje@ 2 NJ SEI YLX §3 G KI G dz
' YSYOSNI 2F at Np2SOG !¢ 6AGK NBES aNBaSIHNOKSNEOL O

Authorization decision statementsThese are issued based on tethorizationdecision may state what the subject is

entitled to do on the given resource (for exampleW2 Ky 52 S¢ A a  L-DEBNAYSINIdiSiRedigtinaide CoNeasil | i
aSaarzyé 2y (GKS NB&az2dz2NDOS a@hor&dlicnbRisioh StatemanOdeinadhg thiSSAMI2{ v n T
XACML2 profile may contain falithorizationcontext (see details below).

A.1.4 SAML Protocols

SAML defines a number of generalised request/response protocols:

Assertion Query and Request Protocdlhis is the basic SAML protocol that defines a set of queries by which SAML
authentication,authorizationor attribute assertions may be tdined. The Query form of this protocol defines how a
relying party can ask for assertions (new or existing) on the basis of a specific subject and the desired statement type.

Authentication Request ProtocolDefines a means by which a principal (or amageting on behalf of the principal) can
request assertions containing authentication statements and, optionally, attribute statements. This protocol is used in



Web Browser SSO Profile when redirecting a user from an SP to an IdP in order authenticatedugationally obtain
user attributes.

Single Logout ProtocoDefines a mechanism to allow logout of active sessions associated with a principal. The logout can
be directly initiated by the user, or initiated by an IdP or SP because of a session tiadmiristrator command, etc.

Artifact Resolution ProtocalProvides a mechanism by which SAML protocol messages may be passed by reference using
a small, fixedength value called an artifact. The artifact receiver uses the Artifact Resolution Prot@si tbe message
creator to dereference the artifact and return the actual protocol message.

Name ldentifier Management and Name Identifier Mapping Protocorovide mechanisms to change or map the value
or format of the name identifier used to refer topaincipal. The issuer of the request can be either the service provider or
the identity provider.

A.1.5 SAML Profiles

SAML profiles define how the SAML assertions, protocols, and bindings are combined and constrained to provide greater
interoperability inparticular usage scenarios. The profiles usually named by used protocol and a defined application area
and include the following major profiles:

Web Browser SSO Profil®efines how SAML entities use the Authentication Request Protocol and SAML Response
messages and assertions to achieve single-sigwith standard web browsers. It defines how the messages are used in
combination with the HTTP Redirect, HTTP POST, and HTTP Artifact bindings.

Assertion Query/Request ProfiteDefines how SAML entities caneuhe SAML Query and Request Protocol to obtain
SAML assertions over a synchronous binding, such as SOAP.

Enhanced Client and Proxy (ECP) Profidefines a specialized SSO profile where specialized clients or gateway proxies
can use the ReverseOAP (PAQSnd SOAP bindings.

Single Logout ProfiteDefines how the SAML Single Logout Protocol can be used with SOAP, HTTP Redirect, HTTP POST
and HTTP Artifact bindings.

Identity Provider Discovery ProfiteDefines one possible mechanism for service provideriearn about the identity
providers that a user has previously visited.

Other profiles are defined for Artifact Resolution Protocol, Name Identifier Management and Name Identifier Mapping
Profile.

Az {1 all[aaSNIA2Y RIFIOlFIY2RSt FyR FT2NXI

A.2.1 SAMLlop level elemeris

Figures below provide more detailed breakdown for SAML 2.0 Assertion fofimat.oot element is called Assertion and
mandatory contains the Issuer element and attributes Version, ID and Issuelnstant. Depending on the profile the Assertion
element may ontain one or many statements such as defined in the standard AuthnStatement, AuthzDecisionStatement,
AttributeStatement, or application defined statement that can be added through the abstract Statement element
providing standard extension point. Othertggnal elements include Subject which is important in many profiles and use
cases dealing with the identity information, Conditions and Advice. SAML Assertion may contain attached signature defined
by the XML Signature standard.



In the compact XML DTD foatithe Assertion element can be descried as:

<IELEMENT Assertion (Issuer, Signature?, Subject?, Conditions?, Advice?,
(Statement | AuthnStatement | AuthzDecisionStatement | AttributeStatement)*)>
<IATTLIST Assertion

Version CDATA #REQUIRED

ID ID #REQUI RED

Issuelnstant CDATA #REQUIRED
>

TheSubject elementonsiss of two basic componentg subject ID that can be expressed in different formats
andSubjectConfirmatiothat provides information how the subject identity was verified or authenticaBath
types of information can be encrypted.The Subject elengamitains the following suelements:

<IELEMENT Subject (((BaselD | NamelD | EncryptedID), SubjectConfirmation*) |
SubjectConfirmation+)>

<IELEMENT SubjectConfirmation (SubjectConfirmationData?)>
<IATTLIST SubjectConfirmation
Method CDATA #REQUIRED
>
<IELEMENT SubjectConfirmationData (#PCDATA | *)*>
<IATTLIST SubjectConfirmationData
NotBefore CDATA #IMPLIED
NotOnOrAfter CDATA #IMPLIED
Recipient CDATA #IMPLIED
InResponseTo CDATA #MPLIED
Addre ss CDATA #IMPLIED
>
<IELEMENT SubjectLocality EMPTY>
<IATTLIST SubjectLocality
Address CDATA #IMPLIED
DNSName CDATA #IMPLIED
>

SAML Assertion provides the facility to describe conditions for assertion/credentials use and validity in the Conditions
elemernt that contains time validity constrainattributes, and elements that describaudiencécommunity restriction,
proxydelegationrestrictionsand can also be extended to other application defined conditions

The Advice element contains any additional mnfiation that the SAML authority wishes to provide. This information may

be ignored by applications without affecting either the semantics or the validity of the assertion. Some potential uses of
the Advice element include evidence supporting the assertlaims to be cited, either directly (through incorporating the
claims) or indirectly (by reference to the supporting assertions), timing and distribution points for updates to the assertio
etc.
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FigureA.4. SAML Subject elements



A.2.2 SAML AuthnStatement and AttributeStatememdrmat

The SAMIAuthnStatementis used to convey authentication statement issued by an Identity Provider or an authentication
service anchas the following structure:

<IELEMENT AuthnStatemen t (SubjectLocality?, AuthnContext)>
<IATTLIST AuthnStatement

Authninstant CDATA #REQUIRED

Sessionindex CDATA #IMPLIED

SessionNotOnOrAfter CDATA #IMPLIED
>

<IELEMENT AuthnContext (((AuthnContextClassRef, (AuthnContextDecl | AuthnContextDeclRef)?)
| (AuthnContextDecl | AuthnContextDeclRef)), AuthenticatingAuthority*)>

<IELEMENT AuthnContextClassRef (#PCDATA)>
<IELEMENT AuthnContextDecl (#PCDATA)>
<IELEMENT AuthnContextDeclRef (#PCDATA)>
<IELEMENT AuthenticatingAuthority (#PCDATA)>

The AuthnStatemenhas one mandatory attribute Authninstant that specifies the time at which the authentication took
place, and two optional attributes Sessionindex that specifies the index of a particular session between the principal
identified by the subject and the authécating authority, and SessionNotOnOrAfter that specifies a time instant at which
the session between the principal identified by the subject and the

The SubjectLocality specifies the DNS domain name and IP address for the system from which the asdgetbrvas
apparently authenticatedSAML authority issuing this statement must be considered endled.AuthnContext element
specifies the context of an authentication event. The element can contain an authentication context class reference, an
authentication context declaration or declaration reference, or both.

Listing below provides an example of the authentication Assertion containing AuthnStatement element.

<Assertion xmins="urn:oasis:names:tc:SAML:2.0:assertion"

xmins:saml="urn:oasis:names:tc:SAML :2.0:assertion"
xmins:samlp="urn:oasis:names:tc:SAML:2.0:protocol" ID="e0fcd9f023440a05d540ba365eledlfe"
Issuelnstant="2004 -12-29T17:14:24.085Z" Version="2.0">
<Issuer Format="urn:oasis:names:tc:SAML:2.0:nameid - format:X509SubjectName”
NameQualifier="cnl: subject:subject:AAAuthority">CN=Agent Smith, O=Matrix, C=NL</Issuer>
<Subject>
<NamelD Format="urn:oasis:names:tc:SAML:2.0:nameid - format:emailAddress"

NameQualifier="cnl:subject:customer">WHO740@users.collaboratory.nl</NamelD>
<SubjectConfirmation>
<ConfirmationMethod>email</ConfirmationMethod>
<ConfirmationMethod>callback</ConfirmationMethod>
</SubjectConfirmation>

</Subject>

<Conditions NotBefore="2004 -12-28T23:00:00.000Z" NotOnOrAfter="2005 -01-
29T21:22 :22.000Z"/>

<AuthnStatement AuthenticationInstant="2004 -12-29T17:14:23.875Z2"

AuthenticationMethod="AuthenticationMethod_X509_PublicKey">
<SubjectLocality DNSAddress="dns.collaboratory.nl" IPAddress="192.30.180.22"/>
</AuthnStatement>
</Assertion>

FigureA.5. Example SAML 2.0 Authentication Assertion
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or Identity ProviderFigureA.6 shows the structure of the SAML AttributeStateni@hement. It contains the following
elements:

<IELEMENT AttributeStatement (Attribute | EncryptedAttribute)+>
<IELEMENT Attribute (AttributeValue*)>
<IATTLIST Attribute
Name CDATA #REQUIRED
NameFormat CDATA #IMPLIED
FriendlyName CDATA #IMPLIED
>

The AttributeStatement element describes a statement by the SAML authority asserting that the assertion subject is
associated with the specified attributes. Assertions containing AttributeStatement elements must contain a Subject
element. The AttributeStatemdrelement may contain either attribute reference/value or encrypted attribute.

The Attribute element contains The Attribute element is used within an attribute statement to express particular attributes
and values associated with an assertion subjectldbiifies an attribute by name and optionally includes its value(s). The
Attribute element has a obligatory attribute Name that holds the name of attribute, and optional attributes the
NameFormat representing the classification of the attribute name infafRiat, and the FriendlyName providing a more
humanreadable form of the attribute's name, which may be useful in cases in which the actual Name is complex or opaque,
such as an OID or a UUID.

Listing below provides an example of the authentication Agsertontaining AuthnStatement element.
<Assertion xmIns="urn:oasis:names:tc:SAML:2.0:assertion"

xmins:saml="urn:oasis:names:tc:SAML:2.0:assertion"
xmlns:samlp="urn:oasis:names:tc:SAML:2.0:protocol" ID="b4d00e1500d2a10a43d3d2fb5a578028"

Issuelnstant="2004 -12-29T17:17:24.164Z" Version="2.0">
<lIssuer Format="urn:oasis:names:tc:SAML:2.0:nameid - format:X509SubjectName"
NameQualifier="cnl:subject:subject:AAAuthority">CN=Agent Smith, O=Matrix, C=NL</Issuer>
<Subject>
<NamelD Format="urn:oasis:names:tc:SAML:2.0:nameid - format:emailAddress"

NameQualifier="cnl:subject:customer">HEIS007 @staff.collaboratory.nl</NamelD>
<SubjectConfirmation>
<ConfirmationMethod>email</ConfirmationMethod>
<ConfirmationMetho  d>callback</ConfirmationMethod>
</SubjectConfirmation>
</Subject>
<Conditions NotBefore="2004 - 12-28T23:00:00.000Z" NotOnOrAfter="2005 (0l
29T21:22:22.000Z2"/>
<AttributeStatement>
<Attribute xmlIns:typens="urn:cnl" xmins:xsd="http://www.w3.0rg/2 001/XMLSchema"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema - instance" AttributeName="AttributeSubject"
AttributeNamespace="urn:cnl">
<AttributeValue xsi:type="typens:subject">@cnl:subject:role:manager</AttributeValue>

<AttributeValue xsi:type="t ypens:subject">cnl:subject:role</AttributeValue>
<AttributeValue xsi:type="typens:subject">joblD</AttributeVValue>
</Attribute>
</AttributeStatement>
</Assertion>

FigureA.6. Example SAML 2.0 Attribute Assertion



A.2.3 SAML2.0 profile of XACML: SAMIACML protocol anduthorization assertions format
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or another transport container or protocol. Using XACML ragss directly asuthorizationassertions impose some
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restrictions as they are provided by the such SAML elements as Issuer or Conditions.

SAML2.0 profile of XACML (SAMIACML) combines well established SAML security assertions fotfjaard reach
functionality of the XACML poli format B3]. Such a solution provides a good combination between XACML policy
expression and evaluation functiolitg and SAML security assertion management functionality. SAMLML profile is
supported by the popular Open Source SAML implementation OpenSAML2.

The SAML2.0 profile of XACML defines the queries and assertions to support XACML based AuthZ services.

The XACMLAuthzDecisionQuery and XACMLPolicyQuery provide extension to thé $Adibcol. The
XACMLAuthzDecisionStatement and XACMLPolicyStatement provide exsaosibe SAML assertions.

The XACMLAuthzDecisionQuery is introduced as additional query tygef8AML2.0 protocol. In contrary to the basic
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Figure A.7. XACML2.0XACMLAuthzDecisionQuefgrmat.

The XACMLAuthzDecisionStatement provides a container for XACML Request and Rasgeages that actually hold
all necessary information about theuthorizationdecision in a native XACML format. Figure below illustrates how the
XACMLAuthzDecisionStatemés folded into the SAML assertion.







































